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Future Wireless Networks (FWNs) will be a convergence of many fixed and mobile net-
working technologies including cellular, wireless LANs, and traditional wired networks.
This united ubiquitous network will consist of billions of networkable devices with differ-
ent networking interfaces. A common networking protocol is required to communicate
among these devices and interfaces; System Architecture Evolution (SAE) documents state
that Internet Protocol (IP), world-widely used in the current Internet, is likely to become
that common protocol. However, traditional IP architecture has faced several known chal-
lenges, such as mobility, multihoming, privacy, path preference selection, etc., which
should be resolved in FWNs. One of the difficulties in the current IP architecture is the
overloading of IP addresses used both as the identity and the location of IP devices. In this
paper, we propose a virtualization concept for networkable components, or (virtual)
objects, which generalizes all abstract components to potentially be used in FWNs. In addi-
tion, we have explicitly separated the functions of the virtual object identity from the vir-
tual object location (using the ID/locator split concept). The end-to-end communication is a
concatenation of the involved components, called a channel. To help support the ownership
and policy enforcement for trusted vs. untrusted networks, a set of (virtual) networkable
components with the same interest, called a realm, is formed in a multi-tier structure.
The individual policy can be enforced for each individual group of (virtual) objects and/
or channels. This virtualization architecture concept, characterized by the ID/locator split
concept, is well-suited for FWNs and helps eliminate problems in the current Internet.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

ent behaviours and/or characteristics of the networking
media underneath their applications [1]. Moreover, a

Future Wireless Networks (FWNs) offer a large-scale
interoperability of diverse traditional wireless networks
with many types of wireless technologies: cellular
networks, sensor networks, RFID (Radio-Frequency IDenti-
fication) networks, and the conventional wired networks.
FWNs are evolving into an ubiquitous network in which
customers or users will not need to be aware of the differ-
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policy-based control would be necessary to make use of
multiple interfaces [2-5] in an efficient way.

FWNs should also support peer-to-peer, point-to-multi-
point, and ad hoc infrastructure modes. FWNs may provide
a guaranteed service with an agreement on the quality of
service (QoS) control, as well as best-effort services. In
addition, the emergence of billions of networkable mobile
wireless devices, which may outnumber the wired PC’s as
early as 2010 [4], including Laptops, PDAs (Personal Digital
Assistants), cell phones, wireless sensors, etc., shall exacer-
bate the problem of scalability in the current networks.
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Moreover, with the advances in networking technolo-
gies, the concept of a single user-single host-single inter-
face will no longer be common in FWNs. Users bearing
several multi-interface wireless devices leveraging a vari-
ety of networking interfaces, such as wireless local area
networks (WLANs), 2G/3G, LTE (Long Term Evolution),
(Mobile) WiMAX, and Ethernet shall call for an ubiqui-
tous high-speed networking environment that can inher-
ently support mobility: mobility over large geographic
topologies and mobility of users (mobile users) over
devices, device multihoming and concurrent multi-inter-
face sessions.

With various networking connections, service providers
and mobile users should be able to choose the best connec-
tion (path preference selection) based on cost and quality of
service (QoS) requirements. Multiple interfaces should
allow load sharing, load balancing, and higher availability
with recommended path information from the service pro-
viders. Also, the mobile users should be able to maintain
their privacy, while the networking environment should
provide inherent security. Apart from all these require-
ments, FWNs’ designers also need to evaluate the transi-
tion steps from the current networks to FWNs, e.g., how
to incrementally deploy the FWN system into the current
network [6-9].

The issues of interoperability, guaranteed service, sca-
lability, mobility, multihoming, path preference selection,
privacy, security, deployability, etc., discussed above, rep-
resent some of the key requirements for the design of
FWNs. Given these different sets of requirements, it is
quite difficult to predict which direction FWNs will be
headed, especially in terms of a common communication
protocol among networking components. The 3rd Genera-
tion Partnership Project (3GPP) has made a decision to
adopt Internet Protocol, or IP [10,11], into cellular
networks as well. System Architecture Evolution (SAE) is
the core networking architecture being developed by
3GPP [12-14] for the next generation of cellular wireless
networks. SAE will be an all-IP based mobile wireless
network.

Note that FWNs will face the same problems that have
been identified for the current Internet. The Internet now is
not only being used academically, but also in industry with
a non-trustworthy design for commercial applications. So,
this design has brought difficulties into the relationship
amongst the organizations and the administrative hierar-
chies. More importantly, one of the greatest issues of the
current IP architecture is the overloading of IP address
semantics [15-19]. The IP address acts as a host or node
identifier as well as a locator in the routing space. This con-
textual overloading implicitly binds a host to its point-
of-attachment in the network, and there is no independent
namespace to represent the end host itself. Thus, every
time the end host moves to a new network or changes its
interface; and consequently obtains a new IP address, all
the sessions bound to the previous IP address are broken.

Such an implicit overloading makes it difficult to sup-
port full mobility, multihoming, traffic engineering, pri-
vacy, security, etc. As a result, in this paper, we propose a
new concept on how to apply the ID/locator split idea into
the IP-based FWNs. In addition, we extend this splitting

concept beyond hosts in order to be general enough to
cover all feasible physical and logical components, or ob-
jects, in FWNs. We call this the virtualization of objects.

Note that in this paper, we do not intend to limit the
architecture to a specific solution, but rather provide the
virtualization architecture concept in general. Obviously,
there are possible solutions available; some may meet
the requirements, and some may not. Nevertheless, we in-
clude some probable techniques when we introduce the
architecture requirements.

This paper is organized as follows. In Section 2, we dis-
cuss common terminologies in the traditional network
architecture. In this section, we compare an illustration
of a wired/wireless and cellular network structure. Also,
we briefly explain a cross-over function among these
terminologies. In Section 3, we discuss the proposal of an
ID/locator split concept that will apply to the virtual
networkable components in FWNs. Using examples, we
illustrate how to apply the FWN architecture concepts to
our current network in Section 4. In Section 5, we show
feasibility by applying the ID/locator split concept into
our virtualization architecture. In Section 6, we briefly de-
scribe related work focusing on the ID/locator split concept
proposed in the current IP networks. We also briefly point
out their pros and cons which leads to our proposal.
Finally, our conclusions are drawn in Section 7.

2. Current networks: terminology and system
architecture

This section describes terminologies used in current
networks. We also discuss a conceptual definition for each
term and notation with provided examples. In addition, we
discuss two main current network architectures illustrated
by examples: wired/wireless data networks (Internet) and
cellular networks.

2.1. Terminology

Name: a word or a combination of words, readable and
recognizable by humans, to identify a person, place, or
thing, such as John Smith,Washington University in St. Louis,
Intel, and Microsoft. Usually, name is also represented by
the organizational management, which tends to be hierar-
chical; for example, john_smith.cec.eng.wustl.edu represents
user John Smith in the Department of Computer Science
and Engineering, School of Engineering and Applied
Science, Washington University in St. Louis.

Address: a point of attachment or the name of the place
where a person, something, or organization may normally
be reached; for example, One Brookings Drive, St. Louis, MO
63130 USA is the address of Washington University in
St. Louis.

Locator: where something could be located currently,
such as GPS (Global Positioning System) latitude and longi-
tude positions. Note that the address and the locator are
very similar, and in some contexts they are the same. For
instance, One Brookings Drive, St. Louis, MO 63130 and
GPS positions at 38° 38’ 52.82”N and 90° 18'16.22"W are
considered as both the address and the locator. However,
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in a Mobile IP environment [20,21], a home IP address can
be represented as the address, and its Care of Address
(CoA) is the locator.

Identifier (ID): a representation of a particular person or
a thing. The identifier is usually unique within a particular
domain, called Local ID. That local ID may result in a global
unique ID with a combination of local ID and domain ID,
called Global ID. For example, a student ID, 388812, is an
unique ID within the Washington University in St. Louis
domain. A combination of University ID and student ID is
globally unique. Similarly, a telephone number, 233-
7456, is unique within the city of St. Louis and the state
of Missouri. With the prefix 314, the identifier is unique
within the USA and globally unique with the additional
prefix of 1.

Name vs. Identifier: Name and identifier represent the
same object; however, a name is basically readable by
humans and easier to remember and recognize. Usually,
there is a one-to-one mapping relationship between name
and ID. For example, the user name John Smith has a social
security number or his identification number 498-
21-3611. There are also optional alias names and/or nick-
names. Note that this relationship implicitly represents
his ownership and existence in the world. For this particu-
lar example, this ID is unique within the USA, or we can say
John Smith is within the US domain.

Another example is an explicit hierarchical naming sys-
tem which is related to his ownership and function, such as
John.Smith@wustl.edu and John.Smith@intel.com. With these
examples, John Smith is tied to some domains and can usu-
ally be provided with his unique ID within an organization.
In the first example, the identifier (Social Security Number)
is permanent for his life; however, in the second example,
the mapping can be changed over the organizational
policy.

Hardware vs. Software: IDs can be used to represent
both hardware and software. Hardware IDs represent the
identity of the physical device, such as MAC (Media Access
Control), used as the identifier of Ethernet networking
interfaces; IMEI (International Mobile Equipment Identity),
used as the identifier of GSM phones (Global System for
Mobile communications); and IMSI (International Mobile
Subscriber Identity), used as the identifier of SIM cards
(Subscriber Identity Module).

For software IDs, considering a TCP/IP (Transmission
Control Protocol/Internet Protocol) stack, the IP address
may represent the identifier at the network layer, and
the combination with TCP port number is the identifier
at the transport layer. Note that in some contexts, these
IDs are used interchangeably. For example, the MAC ad-
dress can also represent the identifier for the link layer in
the TCP/IP stack (also used as the networking interface
ID). So, this MAC address resents both hardware and
software IDs.

Tier Structure: A logical concept of an arrangement of
grouped components within the same specific interests;
for example, an user-tier means a representation of a group
of users, and a host-tier means a group of hosts. Note that
we call a physical-tier for a group of hardware as in the pre-
vious two examples, and a logical-tier for a group of
software, such as network and transport layers.

2.2. Wired/wireless network architecture: examples

In traditional wired/wireless networks, no differentia-
tion among Name, ID, Address, and Locator exists. Moreover,
in some contexts, the functions are overlapped. There are
four terms involved in these networks (one physical and
three logical): FQDN (node or host name), optional TCP/IP
port number, IP address, and MAC address, respectively.
The DNS resolution process results from FQDN from/to IP
addresses.

The Address Resolution Protocol (ARP) resolution pro-
cess is used to map MAC addresses from/to IP addresses.
In general, the MAC address is globally unique and may
be assigned to each individual networking interface. Again,
normally there is a one-to-one relationship among these;
however, it is also possible for many-to-many relation-
ships for load-balancing/sharing and host-aliasing pur-
poses. In the current wired/wireless networks, these
relationships are not well specified.

One example of these networking components in tradi-
tional wired/wireless networks is as follows. Considering
the host aspect, a host name, hive.cec.wustl.edu, is an un-
ique hierarchical FQDN. Its IP address, 128.252.20.98, can
be represented as a global address of this host. Within
the local domain or LANs (Local Area Networks), the MAC
address also represents the host with an assumption
that one host consists of only a single interface, e.g.,
00-1F-3C-6A-0D-69. In this example, IP and MAC ad-
dresses are also used as host IDs. Since the host IP address
is used to route the packets, the IP address is also used as
the host locator. It is obvious that the use of an identifier
and a locator here are redundant and/or ambiguous.

Consider user john_smith.hive.cec.wustl.edu as a repre-
sentation of an unique hierarchical user name correspond-
ing to this particular host; his ID and locator will be tied to
the host itself or the IP address. Whenever the host or the
user moves, IP addresses change.

2.3. Cellular network architecture: examples

In cellular networks, four terms are commonly used:
User Name, Mobile Phone Number, IMEI, and IMSI. The first
term is used as Name and the others as IDs. Again, usually
there is an one-to-one mapping amongst these terms, but
not necessarily. For example, the yellow pages consist of a
simple database to map an user name to his cellular phone
number, such as John Smith and his phone number, 1 314
555 9191.

The hierarchical structure of a cellular phone number
can also represent the real geographical location of the
user and the node (host or device). Each device (cellular
phone) contains IMEI, a global device identification num-
ber, e.g., 49015420323751. In addition, IMSI is another un-
ique identification, but this ID is represented as an
individual SIM card.

Table 1 summarizes the traditional wired/wireless/
cellular networks and their common terminologies.
Considering the tier structure, only two physical tiers are
involved: user and host/device. Four logical tiers, DNS
Name ID, optional TCP Port Number (relating to user spe-
cific applications), IP address, and MAC address, represent
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Table 1
Networks (Wired/Wireless/Cellular) vs. Terminology: User and Host/
Device.

Networks Terminology
Wired/Wireless User (User Name) < Host (Host Name, IP
Networks address, and MAC address)

Cellular User (User Name) < Host/Device (Telephone
Networks Number ID, SIM ID, and Device ID)

application, transport, Internet, and link layer abstractions
for wired/wireless networks.

Note that we can consider the network infrastructure as
one more tier [22]. The ambiguity and dependency of all
related terms and functions make it difficult to achieve full
mobility, multihoming, location privacy, etc., required for
FWNSs. In FWNSs, these traditional networks will merge into
one united ubiquitous network. Therefore, an unique rep-
resentation and/or function are required. We will discuss
all concepts required for FWNs and provide examples in
the next section. We will again revisit some of these tradi-
tional network terminologies and functions, especially as
applied to FWNs in Section 4.

3. FWNs: terminology and system architecture

This section discusses the concepts used for the FWN
architecture. We revisit some of required terminologies
and relate them to their functions. We introduce a virtual-
ization concept, virtual object, of the component, object, in
FWNs. Then, we represent the communication between
the (virtual) objects/components represented as a (virtual)
channel.

Since each virtual object is independent from others,
mobility, multihoming, and location privacy can be directly
applied to each individual virtual object. We provide a de-
tailed description of these terms in the next section. These
terms are required to ensure FWNs support all possible
representations in the future. In addition, the policy
enforcement can apply in a particular virtual object, a
group of virtual objects, and the layout of virtual objects
with quality of service (QoS) controls.

3.1. Terminology introduced in FWNs

Object: an addressable component that can be physical
and/or logical. Examples of physical objects are: Personal
Computer (PC), Router/Switch, Cellular Phone, Networking
Interface, and Human. Examples of logical objects are:
Application and Transport Layers. Each object has an iden-
tifier (ID) and optional Locator (s) and Name (s).

Virtual Object: a virtual representation of objects; for
example, virtual machine (a logical machine that executes
like a real machine), virtual interface (a logical networking
interface), and virtual network (a logical network that pro-
vides a specific set of guaranteed resources shared from a
physical network), etc.

(Virtual) Tier: Logical concepts of an arrangement with-
in the same specific interest (virtual) object group.

Multi-Tier: A hierarchically vertical communication
tiers.

(Virtual) Channel: (virtual) object to (virtual) object
communication; a concatenation of objects or virtual
objects. The channel allows the communication establish-
ment of both inter-tier and intra-tier communication.

Virtual Identifier: Especially for privacy purposes, the
virtual identifier [4] is a representation of an identifier
resulting from multiple levels of ID mapping or other map-
pings from the identifier to its locator, primarily to hide the
actual ID.

Realm: A hierarchical group of virtual components that
logically belongs within the same organization. The organi-
zation defines its own policy and provides a trusted
relationship.

In FWNs, we apply all required terminologies, such as
an identifier, locator, address, tier, etc., from the current
network. However, Address has the same function as
Locator. The address is only used for location, not identifi-
cation. Therefore, Address is no longer a notation in FWNs.
Name functions as ID, except being readable and/or recog-
nizable by humans. ID is usually independent from the
locators.

All components are represented as Objects. Each object
has an identifier and optionally has names and locators.
In addition, similar to hardware/software definitions (See
Section 3.1), the object represents both physical and logical
definitions. The virtual representation of object (s) is called
Virtual Object. We consider (virtual) object to (virtual)
object communication as a (Virtual) Channel. Notice that
host-to-host and user-to-user communications are just
examples. A group of the same interested objects is called
Tier and Virtual Tier for a group of virtual objects.

3.2. Virtual object abstraction

In this section, we discuss in detail the virtual object
(VO) abstraction and (virtual) channel or virtual object to
virtual object (VO-to-VO) communication used as an end-
to-end communication.

3.2.1. (Virtual) object description

A virtual object (VO) represents both logical and
physical illustrations of an object. The virtual object has
an identifier, optional locators, and optional names. Fig. 1
shows an example of a (virtual) object. In this example,

Virtual User
User §
l %7 Application
g l
Devi Device =2
evice 8 Transport
l l § Internet
SR Interface =
2 l
l \g\ Link
Networks §
o
Virtual Network Virtual Application

Fig. 1. (Virtual) Object Examples: virtual user, virtual device, virtual
interface, virtual network, and virtual application.
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user, device, interface, and network are physical objects.
Application, transport, Internet, and link are logical objects.
Each particular virtual object may consist of several ob-
jects, such as virtual devices or virtual hosts, virtual inter-
faces, virtual networks, and virtual applications.

The virtual objects may share the same resources. For
example, many virtual host objects share the same
physical device or host object; however, there is a tight
boundary of the guaranteed resources allocated to each
virtual object for QoS control purposes. The mechanisms
to achieve this tight boundary are out of the scope of this
paper. The dashed circle and oval shown in Fig. 1 represent
each individual virtual object. Note that a virtual object
may not be limited to a single physical object. It may span
multiple objects; for example, a virtual application may
operate over multiple devices (parallel/distribute comput-
ing), and a virtual storage host may consist of many
networking storage hosts.

3.2.2. (Virtual) Object to (Virtual) object communication or
(Virtual) channel

In the virtual object model, the end-to-end communica-
tion is established by the layout of a concatenation of many
(virtual) objects, called (virtual) channel. The layout of the
communication pattern is not limited to inter-tier commu-
nication but also intra-tier communication (See Fig. 2). This
(virtual) channel is again treated as an individual commu-
nication of a shared resource in which the organizational
policy can be enforced with QoS controls.

Fig. 2 shows an example of (virtual) channel representa-
tion. Fig. 3 shows the communication point of attachment
for each inter-tier and intra-tier communication, called
Object Access Point (OAP). We define the input and output
of a virtual object as Input Object Unit (IOU) and Output
Object Unit (OOU). Consider a cross layer communication.
These points of assessment, OAP, 10U, and OOU, allow
communication amongst the virtual objects, such as to
send some useful information from bottom tier to upper
tier. Link reliability information (e.g., for congestion and
collision indication separation; and wireless channel char-
acteristics for modulation and coding optimization pur-
poses) can be sent to change the transmission property
or characteristic and/or choose a proper transmission

Tier 1: User

Tier 2: Device

r Intra-Tier

RETR RAEITIY¢

Tier 3: Interface

™ Virtual Object
/

Tier 4: Network

| ———— 1

Fig. 2. (Virtual) Channel Examples: Four tiers (User, Device, Interface, and
Network) with Intra-tier and Inter-tier communication.

lIOU
Virtual Object
OAP loou
10U
Virtual Object o00U Virtual Object
OAP ooul
10U
Virtual Object
ooul

Fig. 3. Object Access Point (OAP): Input Object Unit (IOU) versus Output
Object Unit (OOU).

channel. Note that the IOU and OOU header overheads
are added for each tier communication.

3.2.3. (Virtual) object mobility and multihoming

In the virtual object model, each virtual object has a
built-in mobile characteristic (mobile object = object).
Since each virtual object is independent and treated indi-
vidually, mobility and multihoming can directly apply to
each individual virtual object. Consider the mobility as-
pect. Each virtual object has a locally unique identifier
(within a particular domain) and locator (s). In some con-
texts, we can consider the identifier as IOU and the locator
as 00U for each virtual object. The locator, or OOU, is usu-
ally independent from IOU so that when the virtual object
moves, its ID remains the same, but its locator may change.

Applications in FWNs will be established with IDs, not
locators. Consider the multihoming aspect. Again, the vir-
tual object abstraction allows one-to-one, one-to-many,
many-to-one, and many-to-many relationships of the com-
munication to form the (virtual) channel with individual
policy enforcement and QoS controls.

3.2.4. (Virtual) object privacy

In FWNSs, Privacy can be applied to each individual vir-
tual object: the location and ID privacy are just examples.
In fact, the virtual concept to represent the real object is
implicitly used in terms of the object privacy. Consider
the user location privacy. Since the users no longer require
the locators to reach the destination, this can facilitate the
user location privacy. Consider an individual ID. Similar to
the virtual ID concept in [4], in FWNs, a virtual ID is also
used to represent one or more levels of privacy in order
to hide the real ID; and again for location privacy, the iden-
tifier can be treated as a virtual location.

3.2.5. (Virtual) object path/ (Virtual) channel selection

In a mobile wireless network environment with several
devices or interfaces attached to different service provid-
ers, the virtual user object should be able to select his
own path based on the cost of service and QoS. To support
this path or channel selection preference, an agreement
among the virtual objects along the path is required, nor-
mally with the cooperation of a cloud of service providers
to support load sharing/balancing systems so that the sys-
tems can forward the transaction to the end point of the
virtual object with the preferred path.
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The virtual object may use different techniques and
information acquired from the path information or from
the service provider to select the channel. For example,
in [4] a weighting mechanism is used to identify the
ingress path to the user. In [5], a policy-based mechanism
achieved by applying a linear programming concept is
used to select underlying multiple interfaces for
multihoming purposes.

3.2.6. Policy enforcement

As described above, the policy management can be di-
rectly applied to individual (virtual) objects and channels.
The policy is enforced through the concept of realm or
domain. A set of policy and QoS control parameters is re-
quired for guaranteed services and the virtualization of
shared resources. We will describe this issue in detail in
the next section.

3.3. Realm managers and mapping system servers

In this section, we discuss the policy management en-
forced by realm managers. We also describe the functions
of the realm servers as well as providing some possible
mechanisms existing in the current networks.

3.3.1. Hierarchical policy enforcement

A realm manager mainly functions as a policy enforce-
ment manager for a group of (virtual) objects. The realm
managers may be hierarchically distributed for delay
latency reduction purposes with an increase in the number
of realm servers. For example, in a mobile wireless
networking environment, mobile user objects frequently
change their locations. This also requires cooperation
among realm managers to develop the communication
channel and provide the guaranteed resources.

In general, the border router gateway and/or the base
station can function as a realm manager. Fig. 4 shows an
example of a realm hierarchy. In this example, there are
three tiers:L1,L2, andL3. Each realm manager Rxix;
(x1 being an index of hierarchical tier structure and x, rep-
resenting the realm managers within the same tier) is
responsible for policy management in a particular realm.
Note that the policy of the lower-tier realm managers can-
not rewrite those of the higher-level realm managers.

3.3.2. Location services and decentralized management

A realm manager also functions as a mapping server to
resolve the identifier to/from the locators. Again, the realm

L1 Realm (R11)

L2 R2I] R22 R23
ey
L3 R3l1 R32 R33 R34
1 2 3

Fig. 4. Realm Hierarchy: three levels.

manager is managed in a distributed and hierarchical man-
ner. A cloud of realm managers within the same realm can
also communicate with each other, which helps to mitigate
the scalability, load balancing/sharing, and fault-tolerance
of the system architecture.

A mobile object tracking system is required in FWNs,
and the realm manager should support this function. The
realm manager also cooperates with others to provide
the location service. For example, mobile user objects
may query as to where the nearest mall and coffee shop
are. Note that this location service follows the mobile
object’s location privacy policy. Several location discovery
mechanisms can be used in different contexts/networks,
such as location discovery in sensor networks [23] and
mobile ad hoc networks [24,25].

3.3.3. Service discovery

A realm manager also provides a discovery service for
mobile object users or other objects; for example, the
mobile object users can query on and list offered services.
Several proposals on service discovery when applied in dif-
ferent networks may be used, such as a multipath cross-
layer service discovery in mobile ad hoc networks [26], a
community-based service discovery [27], and a context
aware semantic service discovery [28].

3.3.4. Realm managers with proxy/relay function

A realm manager can also function as proxy and relay
servers. Especially in a mobile wireless environment,
mobile objects tend to move frequently at high speeds. In
addition, to save battery power, mobile objects are primar-
ily in a sleep mode and wake up only when necessary. Be-
cause of these characteristics, the realm manager should
keep track of mobile objects and should buffer, and then
relay/forward the transactions from/to the mobile objects
when they are awake [29]. The proxy can also operate on
behalf of legacy nodes unaware of the virtual object con-
cept; this is similar to the use of a proxy in Mobile IPv6
[30].

3.3.5. Realm managers with guaranteed resources and QoS
controls

Each virtual object and/or virtual channel established is
considered a shared resource. Therefore, the realm man-
ager should provide enough resources, according to the
promised QoS, to the virtual object. Consider the virtual
channel setup. This requires communication among the
realm managers to provide the resources reserved for the
entire (virtual) channel. Again, the mechanisms to achieve
this tight boundary are out of the scope of this paper; fur-
ther information can be found in [31-34].

Moreover, especially in a mobile wireless environment,
when mobile objects move, the communication among
realm managers is also required to guarantee the promised
QoS, say from one base station to another. The reservation
for the resources for each particular service is based on the
agreed policy setup.

To communicate among realm managers, a (virtual)
channel reservation control protocol may be used along
the path. This reservation control protocol may be similar
to Resource ReSerVation Protocol, or RSVP, [35]; however,
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this modified RSVP should be aware of the virtual object
mobility, multihoming, channel information, etc.

3.3.5.1. Leasing control management. FWNs should support
the resource leasing as well. Since each virtual object/
channel can be governed by an individual set of policies
(each virtual channel with a shared guaranteed resource
or a virtual application object may be owned by different
service providers), it is possible to manage and to develop
a pricing model between service providers and customers.
Some of resource leasing concepts can be applied into the
architecture, such as a mechanism for resource leasing
management for a smart space [36] and for suspending a
virtual machine [37].

Another example is that of a virtual network when a
small service provider can lease a virtual channel consist-
ing of a set of virtual hosts and virtual network objects in
order to provide access to its own application and/or
Internet. Again, the small service provider can provide
services or sub-lease its set of shared resources. Virtual
application leasing is also applicable in FWNs. The virtual
application requires the cooperation among realm manag-
ers to provide the guaranteed resources.

3.3.6. Multiple ID resolution and mapping database

A realm manager is required to support multiple ID res-
olution functions. The realm manager stores a mapping
database of both inter-realm and intra-realm mapping
information. In addition, for privacy purposes, a virtual ID
may be used, and the realm manager is supposed to also
store the mapping of this virtual ID and the actual ID.

All mapping databases should be stored at realm
managers. Within a single domain/realm, several realm
managers may work as primary and secondary servers
for fault-tolerance. Furthermore, the database can also be
stored in Distributed Hash Tables (DHTs) [38] for scalabil-
ity purposes. Note that each DHT is managed within a par-
ticular realm, and the database between different realms is
managed in a hierarchical manner.

3.3.7. Realm managers assisted multihoming with multiple
objects

A realm manager can also provide the multihoming
knowledge database for a virtual object. The realm man-
ager acts as a knowledge-based system to recommend
the path (s) to the virtual object. The virtual object can
use this information as well as its own policies to make a
final path selection.

3.3.8. Other functions of realm managers

A realm represents an administrative domain, or orga-
nization. Each organization has several functions that help
in the efficient operation of the organization. These func-
tions can be performed by the realm managers. Several
such functions are listed below. All of these functions are
optional and can be performed by other objects in the
system.

3.3.8.1. Dual-stack realm managers. For backward compati-
bility to legacy nodes, a realm manager also functions in a
dual-stack mode so that legacy nodes that do not recognize

the virtual object concept and/or an ID/locator separation
can communicate with each other in FWNs. The realm
manager works as a convertor/encap-decapsulator to for-
ward the transactions from/to FWNs. This concept is simi-
lar to the use of Dual stack hosts and router (DSMIPv6) in
Mobile IPv6 [39].

3.3.8.2. Virtual realm managers. The realm manager is also
an object. So, the virtual realm manager is a virtualized
realm manager, e.g., many different virtual realm manag-
ers can operate over a single realm manager server, or
one virtual realm manager can be spread over multiple
realm manager servers.

3.3.8.3. Garbage collection realm manager. The realm man-
ager may keep track of the mobile objects and their usages
of resources. It may be possible that the mobile objects ac-
quire the resources, and then leave them unused. The
realm manager may periodically check/update the use of
resources of the mobile objects [40,41].

3.3.84. Channel state controller. To help support the
migration of (virtual) objects and/or (virtual) channels,
the realm manager may function as a channel state con-
troller and store the channel state information required
to re-establish the connection. Additionally, similar to the
relaying and buffering functions described earlier, the
realm manager may function as a caching server. When-
ever there is a connectivity disruption for mobile users,
the realm manager may cache the information until the
operation is back on track. To achieve the migration, simi-
lar approaches to a process migration [42-44], service
migration [45], and virtual machine migration [46] can
be applied.

3.3.8.5. Auto-reconfiguration manager. A realm manager
may help in the establishment of a local network (if none
exists) so that mobile objects can form a network based
on the policies of the realm [47,48]. There may be a proto-
col for communication amongst mobile objects as well as
realm managers (See also Generic ID, Section 5). The realm
managers should keep track of the existence of each
mobile object. The mobile objects can leave or join the
network anytime.

As indicated earlier, the realm manager may be respon-
sible for many functions. It is also possible that these func-
tions are split into many small parts, and some servers can
take responsibility together with the communication pro-
tocol among those servers, such as a location service man-
ager and mapping manager servers.

3.3.9. Signaling and data separation

In IP-based wired/wireless networks, the data and con-
trol are in the same communication channel. This may not
be true for cellular networks. The separation of control and
data in cellular networks introduces many advantages,
especially in terms of security. To allow high-speed
mobility and optimize the latency, the control signal
should be sent over a reliable and fast communication
channel.
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In addition, the separation of control and data paths can
help eliminate the triangulation problem [19] such as in a
Mobile IP environment. As in circuit-switched networks,
after setting up the data channel, the data can be trans-
ferred with minimal overhead.

3.4. Identifier (ID)

In general, there are two types of Identifiers (IDs): a flat
ID or a hierarchical ID. Each has its pros and cons. A flat ID
may be secure (e.g., a 128-bit user public key), but lacks
scalability, and hence may introduce high latency in large
systems. The behavior of hierarchical IDs is just the
opposite. We recommend using a combination of both,
i.e., the flat ID within the domain and hierarchical among
domains or realms: Local ID+Domain ID=Global ID. Again,
the identifier is unique within a domain, and in combina-
tion with its domain ID, it is globally unique.

3.4.1. Group ID

A representation of a group of (virtual) objects. This
group of objects normally lies within the same domain or
realm, but is not restricted to; for example, channel ID con-
sists of the layout of many virtual objects. Group ID is also
used in multicasting aspects when many (virtual) objects
represent the communication end point.

3.4.2. Generic ID

This ID is used for self-organizational purposes. This ID
can automatically be assigned to the unknown virtual
objects to make them function properly in order to com-
municate with the rest of the network. Optionally the
realm manager may periodically scan the local domain
and, in case a new virtual object is present without an
identity, this generic ID is assigned.

However, in fact, whenever the virtual object joins the
network, the realm manager may announce the presence
of the virtual object. Then, based on the realm policies,
the realm manager may allow the new virtual object to
communicate within/among the domain (s).

3.4.3. Disposable ID

This ID is temporarily created for future applications,
and it has an expiration date. Note that the realm manager
manages a collection of these IDs, and possibly reuses the
unused IDs.

Note that these IDs are just examples. These IDs can ap-
ply within a single administrative domain and/or among
different domains. These IDs for different object realms/
domains can be communicated through inter-realm
communication.

3.5. Virtualization architecture challenges

In this section, we describe the impact of the virtualiza-
tion architecture using ID/locator split concept within the
existing routing architecture and the overall system
performance.

3.5.1. Routing scalability and architecture

Since the ID/locator split concept is used to separate the
functionality of the identity and the locator for each
(virtual) object, similar to other ID/locator split approaches
[18] the routing scalability issue can be mitigated. In
general, this issue is due to the exponential growth of the
size of the IP routing table. If a site uses provider aggregat-
able (PA) addresses, it has to renumber all its hosts when it
changes the provider.

On the other hand, it if uses provider independent (PI)
addresses, these addresses are not aggregatable, and thus
results in an increase of the size of routing tables. With
an ID-Locator overlay, it is possible to use PI addresses as
Ids and PA addresses as locators. With this approach, only
PA addresses are used in the core network, and the scala-
bility issue is resolved. This only occurs when PI is treated
as the identity, and PA as the locator. All existing routing
mechanisms can function as if it is using the locator, not
the identity. However, in the future, since we treat each
networkable component as an object, i.e., each (virtual)
object may consist of more than one locator, and each is
used to establish the channel to form the communication,
the future routing architecture may require a modification
to allow the virtualization architecture.

3.5.2. System performance

First due to the ID/locator split concept, the complexity
of the system ambiguity is reduced; however, this ap-
proach increases the levels of mapping, e.g., from name
to ID and from ID to locator. Second, due to the virtualiza-
tion concept, in fact, the system performance may be de-
creased. For example, consider a virtual host case; one
dedicated server obviously performs much better than
shared servers; however, the total system performance
considering the waste and budget will be improved
significantly.

For example, several virtual hosts can operate over a
powerful server with high utilization (many to one rela-
tionship) rather than one-to-one mapping for each applica-
tion to a single host. On the other hand, a virtual host can
span over multiple low performance servers (one-to-many
relationship) as well as a many-to-many relationship. By
applying the virtualization architecture, we also simplify
the management functionality. It is also possible to move,
turn on and off, backup, etc., dynamically without aware-
ness of any physical components. In addition, other key
virtualization features, such as fault-tolerance, load bal-
ancing/sharing, traffic engineering, etc., can be achieved.

It’s also possible that an application provider is not the
same as the resource provider (application service vs. host-
ing service). For example, Microsoft may rent a set of virtual
servers to provide an application leasing service to the end
user. However, again this requires the mechanisms to guar-
antee the dedicated resource over the shared resources.

3.5.3. Implementation and deployability

Currently, there are some commercial products, e.g.,
VMware [49], and public domain products, e.g., Xen [50],
User Mode Linux [51], and Kernel Based Virtual Machine
[52], available which apply the virtualization concept to
the server farms, in terms of cloud computing. This is just
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one example relating to our architecture; however, our
perspective is to scale this example into a large scale
network for future Internet usage. Obviously, to achieve
our architecture requirements, cooperation amongst the
end users, service providers, and software developers,
must co-exist. Notice that, in fact, the ID/locator split con-
cept evokes the deployability issue; however, modifying
the current Internet (e.g., including many extensions of
Mobile IP in order to resolve the mobility problem) has
made the Internet more complex and difficult to use, and
resulted in additional complex issues.

4. Migrating toward Future Wireless Networks from the
current network: examples

In this section, we describe the current network; the
networking components applied to those in FWNs, espe-
cially how to incrementally migrate the current network
into FWNs. Although we have briefly described the current
wired/wireless networks in the beginning of this paper, we
again revisit some problems and definitions, and then we
will focus on the detailed solutions.

4.1. Traditional wired/Wireless and cellular networks:
examples

In IP-based wired/wireless networks, one issue is that of
renumbering when the network changes its service pro-
vider. It may also result in an increase in the number of
routing records causing routing scalability problems
[6-9]. A site may have multiple interfaces with multiple
service providers. One interface is basically used as an
egress network. Usually, only one egress is used at a time;
the other interfaces are used as backups. Therefore, most of
ID/locator split proposals focus on how to achieve site
multihoming. There is not much discussion on mobility,
privacy, etc.

The ID/locator spilt concept is generally proposed so
that a provider aggregatable, or PA, address can be used
for routing purposes. A provider independent, or PI, ad-
dress is used as the identity (ID). In the current network,
there are normally three configurations.

First, in general, users access the Internet through their
corresponding hosts. The hosts do not normally move or
change locations, but if moved, it is frequently with a
low speed (within the same administrative domain). Host
multihoming does not directly affect the performance be-
cause the host will usually remain in a single domain. As
shown in Table 1, in terms of a TCP/IP reference model,
the mapping terminology is as follows: User (User Name)
< Host (Host Name, optional TCP/IP port (for TCP-based
applications) number, IP address, and MAC address).

Second, in cellular networks, the main focus is on users
and mobile devices. In this case, users tend to move across
the administrative domain at a high speed. Also, users may
own several devices, and each device can consist of many
networking interfaces, such as 2G/3G, (Mobile) WiMAX,
LTE, Satellite, WLANS, etc. Therefore, the focus is on user/
device mobility and user/device multihoming.

With the multihoming feature supported, a user or host
is required to maintain and/or utilize multiple interfaces
over different networks. For example, a user may have a
two-interface device, such as a cellular phone with WiMAX
from Clearwire and 3G from T-Mobile. In addition, it is pos-
sible that she may also own another mobile device with
WLANSs and 3G both from T-Mobile. In the first case, the
user has two different egress networks, but not in the
latter.

The third scenario is when the whole network moves.
This movement of the entire network can apply to both
wired/wireless and cellular networks. This scenario is sim-
ilar to the site renumbering in wired/wireless networks,
but with a high speed movement.

4.2. Potential virtualization architecture usage: examples

There are many possible applications with the virtual-
ization architecture using the ID/locator split concept. In
this section, we provide three examples.

First, currently, mobile devices are more powerful than
simply a device for emitting a voice communication but in-
stead provide data-orientated applications. These devices
may be compared to a small personal computer in which
many applications can run simultaneously. They are
mostly equipped with multiple networking interfaces,
e.g., 3G, WLAN, WiMAX, and Bluetooth.

One example is to create a virtual mobile device with a
virtual networking interface, and so each individual policy
can be enforced. Suppose the mobile user wants to run an
application requiring different security policies/profiles
depending on the domain. With the virtualization architec-
ture using the ID/locator split concept, a single device and/
or single or multiple networking interfaces can form the
(virtual) channel, and then each individual security policy
can be applied directly. There is also an optional interac-
tion amongst these virtual devices. Due to the powerful
nature of the device, it can be shared among different
people with security and privacy enforcement.

Second, in FWNs, people are more likely to be work-at-
home employees. They can basically work anywhere in the
world with the network connectivity provided. The travel-
ling cost is substantially reduced, providing people any-
where more opportunities, regardless of the location, and
especially people with disabilities. Suppose Google pro-
vides its employees with this flexibility. One concern is
on how to provide the reliable and substantial resource,
i.e., bandwidth and delay guaranteed, for the mobile home
users so that they can access the information (as if they are
working at headquarters). This can be achieved by having
the user ID and cooperate ID, with policy enforcement.
Suppose the user has two network connections: Charter
and AT & T networks. Traditionally, these service providers
do not differentiate the users among other customers.
However, Google can sign an agreement with both service
providers to treat the transaction generated/received by/
to its employees with a higher priority.

In fact, this example is similar to when we allow the use
of a group ID to access a paid database, e.g., ieeex-
plore.ieee.org. Currently, to access the paid database,
authentication is verified by the registered IP addresses,
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e.g., University IP addresses. Home users have to access the
database through the University proxy server, or over a vir-
tual private network channel. However, with the group ID
feature, the home users can directly access the database
with the authenticated group ID.

Similarly, suppose Google and Microsoft provide online
application leasing services, such as the database, MS-office,
etc. There are two considerations here. First, with the virtu-
alization concept, these companies can place the actual serv-
ers in different regions so as to reduce the access latency
(this is similar to Akamai.) However, all servers are used as
aserver pool (aka avirtual server). It depends on the require-
ments and quality of service needed to allocate the resources
from this pool to each user/customer.

Note that to make the application leasing feasible, a
guaranteed networking resource is also required, which
cannot be achieved in the traditional best effort network
architecture. In the future, the company may again make
an agreement to the service provider to allocate the re-
sources needed for its customer. It is also obvious when
Internet is distributed in such a manner (different owner-
ships, e.g., Verizon and AT & T), a third party, or a service
broker, may be required to allocate the resource guaran-
teed for the entire (virtual) channel, the end-to-end
communication.

Third, for our virtualization architecture using the ID/
locator split concept, the communication occurs due to a
concatenation of (virtual) objects, unlike the end-to-end
communication in the current network. In each pair of vir-
tual object to virtual object communication point, a type of
messages can be passed over. Compared to the current net-
work, in the future network, we will allow the middle box
to be placed anywhere along the (virtual) channel without
breaking the end-to-end communication. An example is
the proxy. Especially in a mobile wireless environment,
the virtualization architecture supports a message passing
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Fig. 5. Simplified Multi-tier Object Model: User, Device + Interface
(Application, Transport, Internet, and Link), and Networks.

Table 2
Physical Mapping-Tier (3-tiers): User, Device or Host, and Interface.

mechanism; for example, the channel quality which indi-
cates loss/congestion can be sent over to aid the transport
protocol to make a transmission decision accordingly.

Note that, similar to a system call and an application
programming interface, the virtualization architecture
generalizes enough to provide the interface between the
user and the virtualized networking architecture. End
users can query and submit the requirement, and it is up
to the architecture to determine whether it can fulfil the
requirement, with corresponding costs. The network archi-
tecture is open, and this allows the user to develop new
services using the provided interface or even a new
interface.

4.3. Preliminary steps toward FWNs

The united ubiquitous communication protocol is ex-
pected to be IP-based in FWNs. A traditional TCP/IP proto-
col stack potentially will be applied to FWNs. In current
networks using a virtual object concept, we can apply the
virtualization using the ID/locator split concept in that
each physical/logical component is treated as an individual
object. Each object has an identity (ID) and optional loca-
tors and names.

For simplicity, initially there will be no virtual objects
(no virtual devices or virtual interfaces). There are four tier
abstractions-each physical and logical: user, device, inter-
face, and network; and application, transport, Internet,
and link as shown in Fig. 5. Tables 2 and 3 provide exam-
ples of the mapping tier for wired/wireless and cellular
networks used in FWNs.

4.4. Identification (ID) toward FWNs

Each object has an individual ID: user ID, device/node/
host ID, interface ID, network ID (e.g., router/switch ID)
as well as application ID, transport ID, internet ID, and link
ID. The ID consists of flat and hierarchical portions. These
IDs are unique within a particular domain, the local ID. A
hash of the public key can be used as a simple representa-
tion of the unique ID for security.

Table 3

Logical mapping-tier: Application, Transport, Internet, and Link.
Protocol Stack ~ Name ID Locator
Application DNS User Name  Application ID N/A
Transport N/A TCP Port Number  N/A
Internet N/A IP address N/A
Link N/A MAC address N/A

Tier Wired/Wireless Networks Cellular Networks

Name ID Locator Name ID Locator
User DNS User Name N/A IP or MAC address User Name User ID Telephone Number
Device or Host DNS Host Name IP/MAC address IP or MAC address Device Name IMSI and/or IMEI Telephone Number
Interface N/A IP/MAC address IP or MAC address N/A N/A N/A
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Locator

Hash (IMEI or user identification or public key)

Based on Device/Host

Table 4

Physical Mapping-Tier for current networks applied for FWNs Example: User, Device or Host, and Interface.
Tier Name ID
User User Name
Device or Host Device/Host Name

Interface Interface Name MAC address

Hash (IMSI or serial number. or public key)

Based on Interface
IP address or Telephone Number

A combination of the local ID and its domain serves as a
global ID. We recommend an identity representation of
128 bits to allow backward-compatibility with legacy
nodes (in IPv6 systems). The division of the number of bits
for local and global IDs is arbitrary. It may be better to use
multiples of 32 bits, particularly if there is a transaction or
computation involving 32-bit IPv4 addresses.

Table 4 shows an example of a modification in the cur-
rent mapping-tier. Note that to simply make a current TCP/
IP model support mobility when the host moves, TCP/IP IDs
can be used as an indirection level, so that the network
connection is formed, and tied to this ID, not the IP address
or locator shown in Fig. 6.

4.5. Mapping systems

In wired/wireless networks, there are two levels of
mapping from a FQDN DNS name to an IP address (by
DNS resolution) then to a MAC address (by ARP resolution).
In cellular networks, usually only one level is required to
map from a user name to telephone number. Therefore,
in FWNs, we reorganize the mapping explicitly and specify
the function for each term. Unlike in traditional networks,
we consider both inter-tier and intra-tier resolution.

In addition, we consider a vertical and horizontal reso-
lution. From Name to ID or from ID to locator, we call this

Application
Transport
l Indirection ID
Indirection Layer
IP addresses
Internet /MAC address
Link

Fig. 6. Logical Mapping-Tier for current networks applied in FWNs
Example: Application, Transport, Indirection Layer, Internet, and Link.

Table 5
Mapping example.

horizontal resolution, and between IDs, called vertical res-
olution. For some static bindings, DNS-like systems may be
used. For more dynamic bindings, such as ID to locators
and vertical resolutions, extra mapping severs will be
required.

4.5.1. Mapping examples

Table 5 shows a configuration of a mapping example
from the current network to FWNs. In this scenario, for
simplicity, there is no organization or domain relationship
(the identity is secure flat ID.) The flat ID makes it difficult
to enforce policies, and it may also lead to scalability
issues.

In this example, John Smith uses a service which implic-
itly states that John Smith will be subscribed into a partic-
ular domain. A simple example is that John Smith is
working at Washington University in St. Louis, and he reg-
isters one of his locators, i.e., WLANs to the University
network. His ID may contain a hierarchical portion of his
domain, such as country code (USA) and school (Washing-
ton University in St. Louis).

Therefore, in order to reach John Smith, his ID will result
within the Washington University in St. Louis mapping ser-
ver. Then, this organization can enforce its policies on the
appropriate communication channel. John Smith may also
have a global flat identifier stored at the US realm manager
server. Then, the US realm manager server will redirect all
transactions to the Washington University in St. Louis
realm server, if this is the mapping registered at the US
server.

4.5.1.1. Mobility. Whenever John Smith moves from one
place to another; his ID remains the same, but not his loca-
tors. Note that this movement within the same domain
may not require any extra procedures except an update
of IDs and locators. However, if John Smith moves to differ-
ent domains, an agreement among service providers is re-
quired to allow roaming by John Smith with policy
enforcement.

4.5.1.2. Multihoming. Since John Smith owns many devices
with different interfaces, he may probably register several
locators to the mapping servers. Suppose an IP address rep-
resents a locator, the ID/locator split concept allows the

Case study  User, John Smith, owns Iphone with (3G and WLAN) interfaces; and his laptop with Ethernet and WLAN interfaces.

User: User name: John Smith and his ID, Hash (John Smith Public Key).
Device: Device names are Iphone 3Gs and IBM laptop. Device IDs are Hash (IMSI of Iphone) and Hash (IBM serial number).
Interface: No explicit interface name; however, WLANs, 3G, WiMAX can be used on interfaces names. Interfaces IDs are MAC addresses and 3G

identifications. At this level, IP addresses and/or telephone numbers can represent the locations of these interfaces.
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mapping from an identity to many different locators with
different/same (load sharing/load balancing) weights. To
achieve the desired load sharing/balancing, cooperation
amongst his service providers and/or his organizational
policy, especially for the ingress transaction, is required.

4.5.1.3. User location privacy. Since John’s User ID is used to
reach him, and not his exact location; the user location pri-
vacy may be maintained. However, the hierarchical part of
his ID may implicitly reveal his location in terms of his
organization; in this case, there is a trade-off amongst
the management/scalability and privacy. Note that the
border router and/or proxy servers can also operate as a
source address rewritten functionality in order for truly
hiding the domain ID from each user.

5. Experimental study

In this section, we demonstrate the feasibility and proof
of concepts of our virtualization architecture using the ID/
locator split concept. There are two setups.

First, we want to show the feasibility by applying the vir-
tualization concept to segregate/constrain shared resources
among virtual objects (e.g., virtual hosts and virtual net-
working interfaces), and second, to apply the ID/Location
Split concepts to our virtualization architecture.

Note that in our testbed, we simplified several network-
able components and made the best resource usage of our
available hardware and software. In our setup, the virtual
objects are limited to only the virtual hosts and virtual net-
working interfaces. We also restricted the corresponding
bandwidth to each virtual networking interface so that
the virtual network can support the maximum bandwidth
requirement. We used a rendezvous server as our simpli-
fied realm server. This server primarily does the mapping,
resource management, and quality control functions.

In general, in our testbed (Table 6), there is one server
(Dell Precision Workstation 690) with two CPUs (Intel
Xeon) 3 GHz each, two 1-gigabit Ethernet interfaces, 2 GB
memory, and a 150 GB SATA (Serial Advanced Technology
Attachment) disk. This server provides virtual host func-
tionality. There are four virtual hosts installed, each shar-
ing only 1 CPU, 256 MB virtual memory, and 8 GB virtual
disk. We chose the virtualization software, VMware ESXI
version 4.0 [49], to implement the virtualization architec-

Table 6
Hardware and software configurations.

Virtualization Dell Precision Workstation 690 (Intel Xeon
Server 3 GHz)
2 GB memory
2 x Intel Gigabit Ethernet
Western Digital 150 GB SATA disk

Intel Pentium 4 (2 GHz)
512 MB memory

Seagate 80 GB IDE disk
2 x 100 Mbps Ethernet

VMware ESXI version 4.0
OpenHIP
Linux Ubuntu 9.10 (Kernel 2.6-31-19)

Forwarding
DHCP Server

Software

ture. Each virtual host has Linux Ubuntu 9.10 (kernel ver-
sion 2.6-31-19) installed as the operating system.

We chose OpenHIP version 0.7 (running in a user mode)
[53] as our representation of the ID/locator split concept
installing it into each virtual host.

Each networking interface attaches to an individual
Ethernet switch (to separate the broadcast network). In
addition, there is another server providing the forwarding
mechanism between two networks, using the basic Linux
IP forwarding mechanism. This server also provides DHCP
(Dynamic Host Configuration Protocol) functionality. This
server is Intel Pentium 4 running at 2 GHz with 512 MB
memory, 80 GB IDE (Integrated Drive Electronics) disk,
and two 100 Mbps Ethernet interfaces. The operating sys-
tem is Linux Ubuntu 9.10 with Linux kernel version
2.6.31-19. Note that in each setup, we conducted five trials
for our experiment.

5.1. Experimental configurations

There are two configurations. Fig. 7 shows the first con-
figuration in managing the virtualization architecture. In
this figure, at the server machine, we installed two virtual
hosts (acting as clients, called vid2 and vid3); each virtual
host attaches to the virtual networking interface at 1 Mbps.
For server functionality, we setup another virtual host,
called vidl, with 100 Mbps as a virtual networking
interface.

Virtual channels are setup between the server and each
client. There are also two 100 Mbps Ethernet switches to
separate the broadcast networks. We ran an iperf program
(version 2.04) [54] to simulate the traffic using UDP (User
Datagram Protocol) for 10 Mbps bandwidth running over
20 s. The traffic was generated from a server to two clients
in different UDP ports (different channels).

Fig. 8 shows the second configuration by applying the
ID/locator split concept into the virtualization architecture.
In this setup, there are only two virtual hosts running on
the server. Each virtual host attaches to 100 Mbps virtual
networking interfaces in different networks: 192.168.1.x
and 192.168.2.x. The average delay between the two vir-
tual hosts is in a range between 1 to 3 ms.

100 Mbps network
192.168.2.x
\ vias [f] B [ Mbps
i . 1Mbps
£ 100Mbps
Forwarding,
DHCP servers ‘
192.168.1.x
100 Mbps network

Fig. 7. Network setup I (virtualization architecture).
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192.168.1.x
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Fig. 8. Network Setup II (ID/Locator Split).

Then, we installed OpenHIP in each virtual host. After
installation, the first virtual host, or vid1, has an IP address
192.168.1.5 and 192.168.2.11 for the other, or vid2. The lo-
cal HIT (Host Identity Tag), or LSI [53], for each host is
1.62.66.17 and 1.203.182.84, respectively. Note that vid1
also acted as a rendezvous server (our realm server) for
mapping purposes. Also, the resource management, one
of the realm functionalities, was controlled by a VMware
server.

We ran a ping command to check the reachability from
vid1 to vid2. We also ran a Secure Shell application built-in
Linux Ubuntu; we then logged into vidl from vid2. An
example of the ping command is shown in Table 7. Then,
we moved the second virtual host, vid2, to another net-
work (the IP address is also changed, not the LSI), and ob-
served the results. Note that we measured the overall
hand-off timing from when the link was first disconnected
until the result from the ping command continued.

5.2. Experimental results and discussions

Based on the two configurations, as shown in Figs. 7 and
8, the results show that the achieved bandwidth for vid2
and vid3 is 947 kbps and 968 kbps, respectively. This
behavior implies that the virtualization architecture can
segregate the resource, i.e., bandwidth, among different
virtual networking interfaces.

Note that for shared resource aggregation purposes, it is
also possible to generate multiple virtual networking inter-
faces within a single virtual host (based on the virtualiza-
tion of software features), and this virtual host can
benefit from these multiple virtual networking interfaces.

Table 7
Results from a ping command between two virtual hosts.

vid2 > ping 1.62.66.17

64 bytes from 1.62.66.17: icmp_seq = 21 ttl = 63 time = 2.35 ms
64 bytes from 1.62.66.17: icmp_seq = 22 ttl = 63 time = 1.27 ms

For example, in this testbed, we also created two virtual
networking interfaces for an individual virtual host, and
thus, one virtual host has two different unique IP ad-
dresses. Notice that the way to utilize the resource, i.e.,
load sharing, over multiple interfaces is out of the scope
of this paper. Normally to increase the bandwidth capacity,
a flow distribution and/or bandwidth aggregation tech-
nique can be applied [5,55-57]. The purpose of this exper-
imental study is to show only the flexibility of resource
sharing for our virtualization architecture.

Second, as shown in Fig. 8 (with a ping command), the
communication was established between two virtual
hosts, based on the host identity, not the IP address. In
addition, during the hand-off, i.e., changing the network
of the second virtual host (vid2), it took around 13 seconds
of physical movement from one network to another
(unplugging and plugging the physical networking inter-
face; until the virtual host binds the new IP address to its
corresponding interface), and also requires around 24 s
on average for this virtual host (vid2) to continue the oper-
ation (Secure Shell login) without a disconnection. In other
words, mobility can be maintained if, for example, the IP
address is changed, but not the host identity.

Notice that we also did the experiment in a non-Open-
HIP scenario, and the results showed that the connection
was frozen; the secure shell login operation could not
continue.

In this testbed, OpenHIP and VMware are just two of the
software-representations for our concept. These do not
represent all features for our virtualization architecture
using the ID/locator split concept; the purpose of this test-
bed is to show the feasibility of the concept. So, the perfor-
mance will solely depend on the software/hardware
implementation, i.e., using other platforms may achieve
better or worse performance. However, this performance
comparison is not our focus. As described earlier, we sim-
plified many features and networking components. For Fu-
ture Wireless Networks, many objects and virtual objects
require further investigation.

6. Related work

Several ID/locator split approaches [18] have been pro-
posed to resolve both mobility and multihoming problems.
In these proposals, the functions of the identity and the
locator are explicitly separated.

In general, the splitting is based on the indirection con-
cept. Internet Indirection Infrastructure [19], ori3, is one of
the first such indirection concepts. i3 was abstractly intro-
duced as the trigger concept on overlay networks. The idea,
briefly, is as follows: senders transmit the packet using un-
ique host IDs.

The network abstractly forwards the injected packets to
the node whose ID is matched, by using look-up mecha-
nisms similar to those in peer-to-peer, or P2P, services. In
i3 overlay networks, servers store the trigger and forward
packets between end points. Therefore, i3 requires the
assumption that the end host knows the lists of i3 servers.

Many proposals have been introduced and have been
derived from the indirection concept into the ID/locator
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split context. The ID/locator split concept has been applied
to wired/wireless networks, in that a host has its own un-
ique identity. When the host moves, its identity remains
unchanged, but not its locators. The identity may be a
string of characters or digits. The locator is only a represen-
tation of the current point of attachment to the networks.

In packet-switched networks, the locator is used to
decide where the packet should be routed to. In
circuit-switched networks, cellular networks in particular,
the mobile phone number is used as the identity, and the
roaming server provides the locator; therefore, the mobile
phone number remains the same regardless of the location.

In the current IP architecture, each host, or node, has a
name and an address. The host name is Fully Qualified
Domain Name (FQDN). The IP address represents both an
identity and a locator. Again, this intermixture makes it
difficult to achieve full mobility, multihoming, and privacy,
as we have already discussed. The domain name server
(DNS) is used to convert from FQDN to the host IP address.
Then, the same address is used as a locator for routing the
packet to the end host.

In a wired/wireless network, there are three ways to
implement the ID/locator split concept: split at the end
host (e.g., Mobile IP [20,21], NEMO [58], Virtual ID [4],
HIP [59], and SHIM6 [60]), split in the network (LISP
[61]), and use a hybrid of both approaches (e.g., Enhanced
MILSA [62,63], HRA [64], and SIX/ONE [65]).

The first approach requires the use of a tunneling
(encapsulation) or the insertion of a new ID sub-layer be-
tween the transport and network layers. Thus, the upper
layers are bound to the host ID instead of its locators.
The second set of splitting techniques implements the ID/
locator split concept in the network. The basic advantage
is that there is no change to the end hosts; the routers take
care of the split. At the edge of the network, IDs are re-
solved into the locators needed for the actual communica-
tion. This requires changes to the network infrastructure
devices, e.g., routers. The third approach is to combine
the former two and allow the splitting in both the host
and the network, with a complexity trade-off.

Enhanced MILSA introduces a new secure namespace.
SHIM6 uses one of its current locators as the identity.
Therefore, SHIM6 does not support mobility of the end
host. Mobile IP and Virtual ID use a home address and a
virtual home address as the identity. Mobile IP, Virtual
ID, and SHIM6 may be easier to deploy since a new naming
space is not required; a traditional hierarchical IP address
structure can still be applied. However, a permanent home
address or virtual home address is necessary. NEMO is
based on Mobile IP, but a mobile router (MR) does the
mobility function on behalf of its mobile nodes.

In general, this splitting technique can support full
mobility, multihoming, and location privacy, because the
identity is used instead of the host location. Many indirec-
tion mechanisms require new naming spaces and addi-
tional Name/ID/Locator resolution mechanisms. However,
none of these techniques can achieve all key requirements
for FWNs.

In addition, most ID/locator split proposals have no
ownership representation, and so that makes it difficult

to apply any policy enforcement. Internet 3.0 [15] and
PONA [22] introduce the concept of objects in three tiers:
user, host, and location. The policy enforcement is achieved
in each tier via the use of realm (or domain) managers.

Observe that for all approaches we have described, each
individual technique cannot achieve all key requirements
for FWNs. As a result, with the inspiration of ID/Locator
Split [18], Objects [66], Policy Enforcement (both trusted
and untrusted domains) [22], and ID Privacy [4], we com-
bine these four approaches and present a new framework
and/or architecture to achieve the FWN key requirements.

In this architecture, we generalize both physical and
logical representations of networkable components into
the so-called objects[15,66], and also derive the concept
of end-to-end communication, called a channel. We pro-
pose a virtualization concept of the object and its commu-
nication, called virtual object, to form a multi-tier
architecture solution [17]. These multi-tier concepts are
based on an ID layer perspective.

Especially in cellular networks, for example, users’ IDs
allow users to have several networking devices (user loca-
tors), device IDs allow devices to support multiple net-
working interfaces (device locators), and interface IDs
allow each interface to have multiple points of attachment
(interface locators). In this example, the resolution occurs
in a three-tier mapping.

For the current wired/wireless network, the Internet, a
two-tier architecture may be adequate: users to network-
ing devices and devices to networking interfaces. Applying
the ID/locator split concept, an IP address is bound to each
interface and only used as the locator. In addition, we de-
rive the identity from a combination of the hierarchical
and secure flat domains, e.g., a DNS system and a hash of
public key, in order to mitigate the scalability issue of the
new namespace.

In addition, the concept of realm, a virtual trust domain,
is introduced for relationships and ownership purposes. A
realm manager is used for policy enforcement, mobility
tracking and decision making of multi-interface connectiv-
ity, etc. Unlike other encapsulation techniques such as
Mobile IP, we separate the control and data paths in order
to reduce the delay latency and encapsulation overhead.

Similar to SIX/ONE, we provide an option for mobile
user objects to choose the networking connectivity; how-
ever, it also allows network service providers to recom-
mend the optimal connectivity. Thus, a border router or a
realm manager in our proposed FWNs acts as a proxy in
data plane and performs an optional address rewriting
mechanism. With this address rewriting technique, mobile
user objects’ location privacy can be maintained. In addi-
tion, the provider aggregatable, or PA address, can be de-
ployed for routing scalability purposes.

7. Conclusions

Future Wireless Networks (FWNs) shall be a cloud
interconnected via IP-based core. This united ubiquitous
networking protocol needs to operate with many different
wired/wireless/cellular technologies with various types of
future applications. There are many features that FWNs
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should support and provide, such as interoperability, guar-
anteed service, scalability, mobility, multihoming, path
preference selection, privacy, security, deployability, etc.

With a traditional IP architecture, one of the greatest
obstacles to achieve full mobility and multihoming is the
overloading of IP addresses used as both identity and
locator. As a result, in this paper, we focus on this particu-
lar problem and propose the separation implied by these
two functions.

In this paper, aside from the ID/locator split proposals,
compared to other existing proposals on this separation,
the architecture we recommended here is limited to just
the current networking components, such as hosts, routers,
and networking interfaces. We generalized the splitting
concept of networkable components as objects. We also ap-
plied the virtualization concept into these components.
Therefore, our architecture is generalized for FWNs.

In addition, we predict the future service as a virtualiza-
tion of all components so that we again apply this concept to
each end-to-end communication, channel, with individual
policy enforcement. Therefore, it is easy to support full vir-
tual object mobility and multihoming. In addition, the poli-
cies can be applied to each virtual object and channel (end-
to-end communication). Our framework also allows the
concept of object ownership to achieve resource sharing/
leasing.

Finally, we demonstrated the feasibility and proof of
concepts for our virtualization architecture using the ID/
locator split concept by showing a simplified model in
terms of resource sharing and mobility supports.
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